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Average-Case Algorithmic Tasks Ch“e” at random

Q: G(n,1/2) M P: G(n,1/2) + {k- cllque} %

* Detection: distinguish IP vs Q w.h.p.
* Recovery: given G ~ P, identify the clique vertices

* Refutation: given G ~ Q, prove there is no k-clique
* If graph has a k-clique, output is always MAYBE
* If graph is drawn from Q, output is NO w.h.p.

— refutation task

—

* All have poly-time algorithms when k = Q(1/n) [Alon, krivelevich, Sudakov ‘98]
* No poly-time algorithms known when k = o(1/n) Detection

/N

3 tasks not equivalent in general! ,
Recovery Refutation



Low-Degree Polynomial (LDP) Algorithms

* Degree-D algorithm: multivariate polynomial of degree D

n
F00k) SR
/ \ proxy for runtime

Input: graph Output: number deg O(1) < poly-time < deg O(log n)

e Examples:
* Edge count: f(4) = X< Ajj
Triangle count: f(4) = X< i<k AijAicAjk
Degree of vertex 1: f(A) = XY{<; Aq;
Count triangles containing vertex 1: f(A) = 21<i<]- AqiAqAij
Spectral (approx): f(A4) = Tr(4?™) = ¥, 5™ ~ A4,



n — oo

How to Define “Success” for an LDP Algorithm?

* Detection: [ “strongly separates” P and (@ M %
separated

\/maX{VarP(f) Varg(f)} = o(|Eplf] -

* Recovery: small mean squared error |
EIp)[(f(A) — x)z] << VaF[P)(X), X = ﬂleclique /\:/\
* Refutation: [ “strongly separates” ) and R, !

* If A has a k-clique then f(4) > 1 '\
. E@[fz] =o0(1) property: exists a k-clique

* These are natural sufficient conditions

* Won’t cover: random optimization problems
[Gamarnik, Jagannath, W '20; W "21; Bresler, Huang '21; Huang, Sellke "21; ...]



Prototypical Result: Planted Cligue

Theorem (lower bound) If k < n'/?7€, for some D = D,, = w(logn),
* (Detection) no degree-D polynomial strongly separates IP?, QQ

* (Recovery) no degree-D polynomial has small MSE

* (Refutation) no degree-D polynomial strongly separates Q, Ry,

Theorem (upper bound) If k > cn'/?, for some D = D,, = O(logn),
* (Detection) some degree-D polynomial strongly separates I, QQ

* (Recovery) some degree-D polynomial has small MSE

* (Refutation) some degree-D polynomial strongly separates Q, R,



Focus of This Talk

 Not the focus of this talk:

* Failure of O(log n)-degree polynomials is “evidence” for inherent hardness
* Relation to sum-of-squares, statistical query model, ...
» State-of-the-art results for specific problems

* |Instead:
* Proof ideas for lower bounds (failure of all degree-D algorithms)



Reformulation as a Ratio

* Detection: to rule out strong separation of P, Q, suffices to show

1f] -
oPIQ) + 1= max -2 =0(1) [|1=]

f deg D\/ @ [£2]
e or y2,(P'||Q) = 0(1) for conditional P’

* Recovery: to rule out small MSE, suffices to show
Eplf-x]
max <KL e X = lieclique

f degD \/E[P)[fz]

* Refutation: to rule out strong separation of Q, R, suffices to construct
a distribution P supported on Ry, and show xZ,(P||Q) = 0(1)




Explicit Solution

* |[n any case, our goal is to upper-bound something of the form
. Eplf-y]

AstD = max
fdegD /EH[fZ]
* Fordetection:y =1, H=Q
* Forrecovery:y =x, H =P

» Choose a basis {h,} for degree-D polynomials, expand f(4) = X4 f4hy(4)
* Definec, = Eplhy - y]and Py = Efplh, - hg]
* Conclude: A
onclude .
Adv.p = mjgx

=JcTP-1¢



When H is a Product Measure...

* Recall: Adv.p := max "pUY] =VcTP 1c
B fdegD\/EH[fz]
* Cq = EIP[ha -y, Pa:,B — E]I-H[ha: ' h,B]
* If H has independent coordinates (product measure), choose {h,} to
be an orthonormal basis of polynomials: E]Hl[ha - hﬁ] = lg=p
* P =1, Adv.p = [[c]]
* Gives low-degree lower bounds for detection: IP vs product measure QQ

* This talk: what to do when Ml is not a product measure
* Recovery: H = [P (mixture of product measures)
* Planted-vs-planted testing, e.g. distinguish 1 planted clique vs 2 planted cliques



Overview

* I’ll cover two approaches
* Jensen trick
* Tensor decomposition

* I’ll present these two in a unified way

* Setup
* Goal: lower bound on Egg[f4] = ||f|I?

* Inner product / norm for functions: (f, g) == Eg[f - gl, Ifll == {f., )
* For orthonormal basis {t, }, IfII? = Zy(ty,f)z

2
* For orthonormal set {ty}; IfII? = Zy<ty'f>



clique edges iid Bernoulli(1/2)

Blueprint
N/

 Example: H is planted clique distribution A = XV Z
* Write f(4) = g(X,Z); every f induces some g
* Choose some orthonormal set of functions {t, (X, Z)}

NFIZ = Mgl = Bty 9)° =Wl w, = (t,,9) = Ex,[t, - g]
* How does w depend on f? Recall f(4) =Y, fuhy(A)

e w=Mf where M,, = (ty, ha)
« Will need explicit left inverse M* for M, i.e, M™M = I

oAdV<D = max E[P)[fLV] ch _ CTM+AMf < ”CTM+”
< fdegDJEH[fz] f lw]| f ||Mf|| =




More Details: Planted Clique ~ cliaue edges iid Bernoulli(1/2)

N\ /

 Example: H is planted clique distribution A = XV Z
* Fourier characters a © ([’21]), xXo(4) = ]'[(i’j)Ea(—l)Aij
* {x,(Z)} are orthonormal, {x,(A)} are not

* Choose h,(A) = x,(A), |a| <D -- basis for f
* Choose t,, (X, Z) = x,(Z), lyl <D -- orthonormal set of functions
* Fortunately, M is upper-triangular: M, , = (ty, ha> = Ounlessy € «

e Can find explicit inverse M* = M~1
¢ AdvsD < ”CTM_lll



Tensor Decomposition

°Givenn><n><ntensorT=(1+6)a + =2 ] (P)
a; € {£1}" iid Rademacher

* Goal: recover a4

* Poly-time when r « n3/2

* Theorem (informal) : low-degree MMSE is small when r « n3/2,
trivial when r > n3/2

e Recall: suffices to upper-bound
Eplf - ai14]
max

fdegD \/E[P) fz




More Details: Tensor Decomposition

*Recal: T=(1+ 6)a + =2 ] , a;j € {£1}" iid Rademacher
* Write f(T) = g(a); every f induces some g

* Choose {h,(T)} monomial basis -- basis for |

* Choose t, (a) = x,,(a) Fourier characters -- orthonormal set (basis)

e Some freedom to choose left inverse M

* Left inverse: procedure for finding {h, (T)}-coefficients given {t, (a)}-
coefficients
 Fortunately a simple recursive construction for M* works

¢ AdvsD < ||CTM+”



Comments

* Other methods not mentioned in this talk:
* Exact constant-degree MMSE for spiked Wigner via AMP
* Annealed Franz-Parisi potential / low-overlap chi-squared

* Open question: random regular graphs?

Thanks!
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